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The deceleration stage of Inertial Confinement Fusion (ICF) implosions is modeled

in detail using three-dimensional simulations designed to match experiments at the

National Ignition Facility (NIF). In this final stage of the implosion, shocks rebound

in the center of the capsule, form the high temperature, low density hot spot, and

slow the incoming fuel. The flow field that results from this process is highly three-

dimensional and influences many aspects of the implosion. The interior of the capsule

has high-velocity motion, but viscous effects limit the range of scales that develop.

The bulk motion of the hot spot shows relative agreement with experimental veloc-

ity measurements, while the second moment of the velocity would broaden the DT

neutron spectrum, increasing the inferred temperature by 400 eV. Jets of ablator

material are broken apart and redirected as they enter this dynamic hot spot. Two

fundamentally different rad-hydro codes are used for this model and are in good

agreement, adding confidence to this ICF model.
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I. INTRODUCTION

High convergence Inertial Confinement Fusion (ICF) experiments at the National Ignition

Facility (NIF)1 have struggled with implosions that deviate far from their desired clean, 1D

state2. Implosion performance is degraded by asymmetric features such as a non-uniform ra-

diation flux, perturbations on the capsule surfaces, and the presence of the capsule support

tent and fill tube. Experimental evidence shows that these asymmetries result in swings

in the in-flight shape of the capsule and in the final hot-spot shape3. Some implosions

are polluted by ablator material mixing into the hot spot4,5. When compared with 1D, no

alpha-deposition simulations, these effects reduce the experimental yield by ∼10×, which is

a factor of 4 worse than that anticipated6. Ultimately the goal in ICF design is to control the

implosion to recover performance closer to 1D. Recent experiments have demonstrated that

this is possible with modifications to the shape of the laser pulse7–9. These modifications

reduce both hydrodynamic instability growth and overall compression. To achieve ignition,

ICF designs are required that achieve higher levels of compression and will likely be accom-

panied by non-1D behavior. Therefore, it is important to understand the dynamics that

occur in these non-ideal implosions, how they affect performance, and how they translate

into diagnostic signatures.

Modeling NIF implosions have advanced to give a more-accurate picture of the final

state of the implosion. Capsule-only simulations are now able to include the as-shot surface

perturbations in 3D with resolution of up to 100 Legendre modes10,11. Hohlraum modeling

is producing a better understanding of the relationship between radiation asymmetries and

the shape of the capsule12,13. Finally, the effects of the capsule support tent and fill tube are

now better-understood and included in post-shot models14. When applied with its highest

level of detail to an implosion during the National Ignition Campaign (NIC), these models

reproduce most experimental observables reasonably well11.

Post-shot capsule-only models use a radiation drive tuned to match the shock velocity and

merger times of VISAR experiments15, the shell trajectory of conA experiments16, and the

bang time (time of peak neutron production) of layered DT experiments17. Radiation flux

asymmetries are obtained from integrated (hohlraum and capsule) simulations18. Here we

focus on a 3D model of NIC experiment N120321. This implosion recorded the highest down-

scattered ratio (DSR, the ratio of scattered to unscattered neutrons) of the DT implosions
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during the NIC. This 3D model uses the actual perturbations that were measured on the

outside surface of the capsule and on the ice layer, the specified spectrum of roughness on

internal layers, and surrogate perturbations that reproduces the expected effects of the fill

tube and the support tent. Added to the initial inner gas of the capsule is 200 ng of ablator

material. This pre-imposed mix is motivated by experimental signatures of this implosion

and may come from higher modes not resolved on this Legendre mode (l) ≤ 100 model.

This model uses the radiation-hydrodynamics code HYDRA19 and the development of this

3D model and its comparison to experimental data is discussed in Clark et al. 11 .

In this paper, the deceleration stage of this implosion is studied in further detail. In Sec.

II, an overview of the deceleration stage is given, illustrating its 3D dynamics. In Sec. III,

the final shape of the fuel is quantified, showing the low mode structure that results from

the radiation asymmetries. Section IV discusses the energetics of the implosion, showing

how the conversion of kinetic energy into internal energy is degraded by 3D features. The

significant velocities present in the hot spot are quantified in this section. In this model, a jet

of ablator material enters the hot spot and is distorted by the complex hot spot motion. This

interaction is described in Sec. V. The hydrodynamics of this HYDRA model are compared

against simulations using the Miranda code? in Sec. VI. Miranda is a high-order rad-hydro

code used to study mixing? and has been used previously in comparisons with HYDRA29? .

Final concluding remarks are given in Sec. VII.

II. OVERVIEW OF THE DECELERATION STAGE

In the final stage of the implosion, the inward going shock wave reflects from the center,

reverberates in the interior, then stagnates the incoming shell and heats the central gas.

This stage is shown from a 1D simulation of NIC implosion N120321 in Fig. 1, which focuses

on the central 300 µm and last 1.5 ns of the implosion. Here we see the shock wave reach the

center at 21.9 ns, bounce off the shell once, and then enter and slow the high density shell.

In this case, the fuel reaches its maximum mass-weighted velocity at 22.53 ns, just before

the stagnation shock enters the dense region. Prior to peak velocity, the inner portion of the

shell and the fuel-ablator interface are stable to the Rayleigh-Taylor instability20,21, but the

ablation front is experiencing hydro-instability growth due to the ablative Rayleigh-Taylor

instability22. The neutron production rate is shown at the bottom right of the figure. Here
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FIG. 1. (Color online) The deceleration stage in a 1D simulation of implosion N120321. The log

of density is shown for the inner 300 µm and latest 1.5 ns of the implosion. The location of the

shock wave, fuel-ablator interface, and ablation front (defined as the location of e−1·max(density))

are shown. Shown on the bottom right is the neutron production rate.

bang time occurs when the fuel-ablator interface reaches its minimum radius (i.e. when the

fuel reaches its maximum compression).

The same late-stage is shown in Fig. 2 from the 3D simulation. A similar sequence of

images is shown in Clark et al. 11 , but is repeated here for clarity. These images show the

ablation front surface colored by ion temperature. Cut-outs show the velocity magnitude

and density. The hot spot is represented by the 1 keV isosurface, which is semi-transparent

to show folds in the hot-spot structure. In Fig. 2(a), the shock wave has nearly reached

the center of the capsule. Radiation asymmetries caused the shock wave to focus near the

poles, creating local high temperature regions. In Fig. 2(b), a jet of material, mimicking the

effect of the fill tube, is entering the interior of the capsule. This jet brings in both ablator

material and colder DT and can be seen in Fig. 2(c) punching a hole through the hot spot.

The stagnation shock begins traveling through the fuel in Fig. 2(c), increasing the density

of the fuel. At this time, the capsule has become very prolate, with high density caps on

each pole. This shape is characteristic of a Legendre-mode 2 radiation asymmetry. The

most-prominent features on the ablation front are the perturbation seeded by the support

tent and several spikes. By bang time, shown in Fig. 2(d), the shock has reached the ablation
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FIG. 2. (Color online) The deceleration stage in a 3D simulation of implosion N120321. The

capsule is clipped to show the ablation front, colored by the ion temperature. A quarter of the

capsule is removed to show the velocity magnitude on the left and the density on the right. The 1

keV isosurface, representing the boundary of the hot spot, is also shown. These images show the

capsule at (a) 21.79 ns, (b) 22.36 ns, (c) 22.69 ns (0.17 ns after peak fuel velocity), (d), 22.81 ns

(bang time), and (e) 22.90 ns. Spatial scales are different for each image.

front, as evident by the high temperature wave traveling through the spikes. The hot spot

is in a distorted shape due to the radiation asymmetries and the support tent. Since the

shock travels faster through the lower density regions in the shell caused by the radiation
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asymmetries (shown next), the outward going shock gives the shell a cylindrical shape as

the implosion evolves past bang time, as seen in Fig. 2(e). By this time the hot spot has

radiated much of its energy and is shrinking in size.

III. STAGNATED FUEL SHAPE

The low-mode shape of the capsule is governed by asymmetries in the radiation field.

The dominant effect in this case is a Legendre mode 2 asymmetry, which pushes harder on

the waist of the capsule than on the pole, giving the capsule its prolate shape. The final

shape at bang time is shown in Fig. 3(a) as a 4-π map of ρR(θ, φ) =
∫
ρ(r, θ, φ) dr from a 3D

simulation including only radiation asymmetries. The l = 2 perturbation causes the ρR to

vary from 3.6 g/cm2 at the south pole, 1.8 g/cm2 at the waist, and 3.4 g/cm2 at the north

pole. An l = 4 mode is also present, further reducing the ρR near 40◦ and 140◦. Also present

are perturbations around the azimuthal direction (m modes), with a contribution from the

m = 4 mode that creates a ρR minimum of 1.0 g/cm2 at (θ, φ) = (40◦,180◦). This minimum

is the weak spot in the shell that allows the high pressure hot spot to vent, reducing the

confinement time.

The ρR map from the 3D simulation that included asymmetries and other surface pertur-

bations is shown in Fig. 3(b). This surface has finer structure due to surface perturbations,

but overall looks very similar to the asymmetries-only case. The low ρR bands near θ =

40◦ and 140◦ caused by the l = 2 and 4 radiation asymmetries lines up with the defect

caused by the support tent. The fill tube causes a localized region of low ρR near (θ, φ)

= (80◦,10◦). The full 3D simulation has an average ρR of 1.9 g/cm2 (which matches the

1D simulation) and a standard deviation of 0.45 g/cm2. The structure of the imploded fuel

found in these simulations is in relative agreement with the experimental data from neutron

activation diagnostics (NADs)23. These diagnostics are sensitive to unscattered neutrons

and therefore show the shape of the fuel assembly, as high ρR directions will have increased

scatter. Low mode variations are observed from the NADs and show high concentration of

fuel at the poles.
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FIG. 3. (Color online) Map of ρR at bang time from (a) a 3D simulation including only radia-

tion asymmetries and (b) from the 3D simulations which included asymmetries and other surface

perturbations.

IV. FUEL AND HOT SPOT ENERGETICS

During deceleration, kinetic energy of the shell is converted into internal energy. This

conversion is shown in Fig. 4(a), which shows the kinetic and internal energy in the DT fuel.

This figure is comparing a 1D simulation with two 3D simulations. All three simulations

contain 200 ng of ablator material pre-mixed into the capsule gas from the start of the

simulation. One 3D simulation includes radiation asymmetries (“3D-asy”), while the other

also includes all other perturbations (“3D”).

These simulations show the kinetic energy increasing up until the time of peak velocity,

reaching 9.7 kJ at 22.53 ns. At this time the stagnation shock has formed at the inner

surface of shell and begins slowing the fuel. The 3D simulation with all perturbations

begins converting kinetic energy ∼30 ps earlier than the 1D simulation as perturbations

that have penetrated deeply are slowed earlier by the stagnation shock.

7



D
T

 E
ne

rg
y 

(k
J)

Time (ns)

Time (ns)

Internal Energy

Int
ern

al 
Ener

gy

Kinetic Energy

Kinetic Energy

1D
3D-asy
3D

1D
3D-asy
3D

B
ur

n 
R

at
e 

(n
eu

tr
on

s/
ns

)
B

ur
n 

R
at

e 
(n

eu
tr

on
s/

ns
)

H
ot

 S
po

t 
En

er
gy

 (
kJ

)

(a)

(b)

FIG. 4. (Color online) Kinetic and internal energy in (a) the DT fuel and (b) the hot spot (DT

fuel > 1 keV). Three simulations are compared: a 1D simulation, a 3D simulation which included

radiation asymmetries (“3D-asy”), and a 3D simulation that included radiation asymmetries and

surface perturbations (“3D”). The dashed curves at the lower right of both figures report the DT

fusion rate (right axis).

Asymmetries and perturbations cause kinetic energy to remain unconverted. The 1D

simulation reaches a minimum of 0.12 kJ of kinetic energy, while 3D effects cause a minimum

of 0.96 and 1.41 kJ of kinetic energy to remain for the 3D-asy and 3D cases, respectively. The

average kinetic energy, weighted by the neutron production, is larger than these minimum

values, with 3.31 kJ remaining in the 3D simulation. This kinetic energy lies in the high ρR

directions of the shell, especially the polar caps, which do not fully stagnate and continue

inwards.

Little of this remaining kinetic energy is contained in the hot spot. Figure 4(b) shows

the kinetic and internal energy in the region greater than 1 keV. The 3D asymmetries-only
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and full 3D simulations have burn-averaged hot-spot kinetic energies of 0.23 and 0.30 kJ,

respectively. This compares with 3.72 and 2.65 kJ of internal energy in the hot spot for the

two 3D cases.

While the kinetic energy in the hot spot is only 10% of the internal energy, there are still

significant velocities present in the hot spot. Figure 5(a-c) shows the velocity magnitude at

22.56, 22.70, and 22.80 ns (bang time). Prior to stagnation, the hot spot is dominated by the

near-isotropic swirling that is left behind by the shock wave that reflects from the center.

When the fuel stagnates, large ρR perturbations are not fully stagnated and push flow

through the hot spot. In this case, the largest ρR perturbations were the caps at the poles

of the capsule. In Fig. 5(b), these polar caps are pushing two jets vertically towards each

other. The upward-going jet has more momentum and dominates, resulting in upward and

left pointing jet in Fig. 5(c). Figure 5(d) shows the burn-weighted velocity (i.e. averaging

the velocity at a given time, weighted by the local neutron production rate, nDnTσν̄) and

(e) the burn-weighted velocity standard deviation. As depicted in the images, the velocity

is relatively isotropic early-on, as the average velocities are small (<30 µm/ns from 22.5-

22.7 ns) with a large standard deviation (∼175 µm/ns in each direction). Closer to bang

time, the flow is dominated by a bulk velocity with a burn-average of 91.2 µm/ns while the

standard deviation has reduced to a burn-average of 192.0 µm/ns (quadrature sum over each

direction). The bulk hot-spot velocity can be measured from a shift in the neutron spectra

from neutron time-of-flight (NTOF) detectors. The magnitude of the bulk velocity observed

in this experiment, 81±47 µm/ns, agrees with the simulated value. The fidelity of the NTOF

detectors has been upgraded recently to provided more accurate velocity measurements24.

The standard deviation of the velocity can influence the measured temperature. Doppler

effects broaden the width of the DT neutron spectrum through both velocity and thermal

effects25,26. The temperature that would have been measured from the width of the DT

neutron spectrum (called TBrysk
27) for this simulation is 2.48 keV. This compares with the

burn-averaged temperature (Tion) of 2.02 keV. Since 〈σν̄〉 ∝ T 4.7 at these temperatures,

using TBrysk to estimate 〈σν̄〉 instead of Tion would lead to an average reactivity 2.6× larger

than in actuality.

Using the larger value of TBrysk in a static hot-spot model instead of Tion leads to smaller
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FIG. 5. (Color online) The velocity magnitude in the hot spot at (a) 22.56 ns, (b) 22.71 ns, and

(c) 22.80 ns (bang time). In (a) and (b) a black line is showing the fuel-ablator interface. The

burn-weighted velocity in the x, y, and z directions are shown in (d), while the standard deviation

in each direction is shown in (e).

values of inferred hot-spot pressure. These models7,28 use the equation for the neutron yield,

YDT =
n2
DT 〈σν̄〉VHS tburn

4
, (1)

to calculate the DT number density, nDT , where tburn is the burn width, and the hot spot

volume, VHS, is estimated from x-ray and neutron images. Since P ∝ nDTT and nDT ∝

〈σν̄〉−1/2 ∝ T−2.35, then P ∝ T−1.35. Therefore a static model of this implosion would

calculate the hot spot pressure as being 31% lower than in actuality (the 3D simulation had

a burn-averaged pressure of 250 Gbar). Similarly, the calculated energy needed to create

this pressure through pdV work, E = (3/2)PV , would be too low. This difference due to

hot-spot velocity, along with the 3.3 kJ of residual kinetic energy in the high density fuel,

may explain the “unaccounted energy” that static models of NIC implosions have reported1.

Viscous effects play a role in dissipating some motion in the hot spot29. The simulations
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discussed previously were not including the effects of viscous dissipation, as common in ICF

simulations. The late stage of the 3D simulation with asymmetries and perturbations was

re-run with viscous dissipation effects included. The details of this comparison are discussed

in Clark et al. 11 , which show significant smoothing of the velocity field near the time of

Fig. 5(a), but less prominent differences were observed near bang time. The burn-weighted

velocities and standard deviations from the viscous simulation are also shown in Fig. 5(d,e)

(red lines). Viscosity reduces the small scale motion that was left behind by the reflected

shock wave, reducing the velocity standard deviation earlier in the stagnation phase. Near

bang time, when the flow field is dominated by a few coherent jets, the viscous effects are

less noticeable. By bang time, the kinetic energy in the hot spot has only reduced from

0.302 kJ to 0.298 kJ when viscous effects are included and the difference between Tion and

TBrysk has only reduced from 460 eV to 440 eV.

V. JET INJECTION AND BREAKUP

As noted previously, this model contains a surface perturbation that injects a jet of

ablator material into the hot spot. Jets of ablator material are thought to be common in

ICF implosions, as x-ray images often exhibit bright spots that persist in time and travel

through the hot spot, while spectral measurements show that these bright spots contain

ablator material30. The bright spot should initially travel from the location of a known

surface defect, such as the fill tube, but this correlation is not always found31. Here we show

the dynamics of this jet as it enters the hot spot. Figure 2 showed that this jet meets the

hot spot shortly before the time of peak velocity and Fig. 5 showed the considerable motion

present in the hot spot, therefore we can expect that this jet has a complex and 3D behavior.

Figure 6(a-d) shows an iso-surface between the DT and ablator material, colored by

temperature. In Fig. 6(a), half of the shell is cut away to reveal the inward going jet. The

tip of the jet has reached the hot spot at this time and its temperature is near 2 keV while

the rest of this material interface is much cooler. Some of the material at the tip of the

jet is being sheared away due to the velocity differential between the jet and the hot spot.

In Fig. 6(b-d), the outer DT-ablator interface is also hidden to highlight the jet. At 22.74

ns (Fig. 6(b)), shearing effects have further broken apart the jet and small scale motion in

this inviscid simulation has reduced the fragments to grid-scale sizes (∼0.1 µm). By bang
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FIG. 6. (Color online) The jet of ablator material as it enters the hot spot. The jet is shown from

the inviscid simulation at (a) 22.63 ns, (b) 22.74 ns, (c) 22.81 ns (bang time), and from the viscous

simulation at (d) 22.81 ns. These show the fuel ablator interface with (a) half or (b-d) most of

the interface hidden to reveal the jet. The interface is colored by temperature. Dashed line in (d)

shows the original direction of the jet. The mass-weighted (e) speed and (f) θ-direction of the jet.

time, shown in Fig. 6(c), the jet has broken apart further, spreading the ablator material

into a plume ∼60 µm wide. Figure 6(d) is also shown at bang time, but from the viscous

simulation. Since the small scale motion of the hot spot has been reduced, the jet is less

fragmented, yet it extends over a similar spatial extent as the inviscid simulation. The larger
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ablator material fragments and smaller surface area in this viscous simulation cause it to

heat up slower, but this is a small effect, changing the average temperature by only 8%.

At these latter times, the trajectory of the jet has change due to the surrounding hot spot

motion. The original direction of the jet is shown in Fig. 6(d) as a dashed line, yet the jet

material has been pushed upwards in the +z direction.

Figure 6(e,f) shows the mass-weighted average velocity and direction of the ablator ma-

terial shown in Fig. 6(b-d). The jet is continually slowing down over this period, reaching 270

µm/ns by bang time. Near 22.7 ns the jet starts changing direction. Originally the jet was

traveling in the θ = 90◦ direction (in the x-y plane), which is where the initial perturbation

was located, but near 22.7 ns it begins traveling upwards. This change in direction is due

to the bulk motion of the hot spot, which, as seen in Fig. 5(d), begins to flow in the +z

direction at this time. This change in direction would make it difficult to correlate a bright

spot in the x-ray images caused by this jet to its original surface defect. These bright spots,

however, may reveal the bulk motion of the hot spot.
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VI. CODE COMPARISON

As a verification of the hydrodynamics observed during deceleration in this 3D model,

the late stage of this implosion was also simulated using the Miranda code32. Miranda is a

high-order Large Eddy Simulation (LES) code, specialized for mixing and hydro-instability

simulations. The fundamentally different schemes between Miranda, with a fixed Eulerian

grid and spectral-like accuracy, and HYDRA, employing Arbitrary Lagrange Euler (ALE)

numerics, makes this an illuminating comparison. The flow field from the HYDRA simula-

tion was linked into Miranda at 21.8 ns (shown in Fig. 2(a)). At this time, the ablation front

is at a radius of 350 µm and the shock has nearly reached the center. Initializing at this

time allows this simulation to capture the shock reflection and velocity field left behind in

its wake. A similar comparison was made in Weber et al. 29 using an early, lower resolution

version of the HYDRA 3D model for a different implosion. The simulation domain consists

of a box with sides of 1300 µm and 5123 uniformly spaced grid cells. The domain is refined

periodically to follow the capsule as it converges. The simulation was run both without

radiation transfer and with gray radiation diffusion and the non-radiative case was run with

and without viscous effects.

Figure 7 shows a comparison of the Miranda and HYDRA simulations at 22.7 ns. Both

codes show high velocities and similar structures in the hot spot. The stagnation shock

is imparting a low-mode shape on the hot spot. The low mode shape of the fuel-ablator

interface is very similar in Miranda, including the perturbation due to the tent and the

high density polar caps. There are large-amplitude spikes on the interface in the HYDRA

simulation whose amplitude is reduced in the Miranda simulation. The grid in Miranda

simulation supports modes up to l∼50, which causes these spikes to be under-resolved. Yet

we show below that the motion in the hot spot is well-resolved when viscous effects are

included.

The transfer from kinetic to internal energy is shown in Fig. 8(a), comparing HYDRA to

Miranda with the two radiation transfer options. Without the additional energy deposition

during this period, the Miranda simulation without radiation transfer reaches 3% less peak

kinetic energy. When gray radiation diffusion is used in Miranda, the DT fuel absorbs 8%

more kinetic energy than in the more accurate multigroup diffusion HYDRA simulation.

These two Miranda simulations bracket the HYDRA simulation and show that the transfer
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FIG. 8. (Color online) Comparison of the energetics in HYDRA and Miranda and Miranda sim-

ulations. (a) Kinetic and internal energy in the DT fuel from the HYDRA simulation and from

Miranda simulations using gray radiation diffusion and without radiation transport. (b) Spectra of

turbulent kinetic energy in the inviscid and viscous Miranda simulations (without radiation trans-

port) from 22.2-22.8 ns. (c) Burn-weighted velocity magnitude from the HYDRA and inviscid and

viscous Miranda simulations (without radiation transport). The DT reaction rate is shown on the

lower right of (a) and (c).

to internal energy is very similar, with minima of 1-1.5 kJ of kinetic energy remaining

unconverted, similar to the 1.4 kJ remaining in the HYDRA simulation. Grey diffusion also

transports more energy from the hot spot to the dense fuel than in multigroup simulations

and 1D simulations showed that neglecting radiation transport provided closer agreement to

multigroup diffusion than gray diffusion during the last ∼0.1 ns of the implosion. Therefore

the Miranda case without radiation transport is used for the following comparisons.

The turbulent kinetic energy spectra is shown in Fig. 8(b) from the Miranda simula-

tions with and without including viscous dissipation effects. The spectrum is computed

by subtracting the 4π-averaged radial velocity, Vr (r), to obtain the fluctuating velocity,

u′ = V − Vr(r), and taking the power-spectral density from the box encompassing the

hot spot. Without viscous effects, the spectrum is exhibiting a k−5/3 slope at the later
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times, indicating that it could be in a turbulent state. Viscous effects reduce the energy

at the largest wavenumbers by orders of magnitude. This difference is more significant

at the early times (22.2-22.6 ns) than at bang time (22.8 ns). The Reynolds number,

Re = |u′|L/ν, is computed from an integral length scale, L = 3π
2

∫
k−1E dk/

∫
E dk, the rms

velocity, |u′| =
√

3
2

∫
E dk, and the average viscosity within the hot spot. The Reynolds

number is Re ≈ 10 near 22.2 ns and is increasing in time, reaching 300 by bang time.

The burn-weighted velocity magnitude is shown in Fig. 8(b) from the inviscid HYDRA

simulation and the viscous and inviscid Miranda simulations. The Miranda simulations show

little differences in the bulk velocity due to viscous effects. Both Miranda and HYDRA show

the bulk velocity increasing ∼0.1 ns prior to bang time, reaching ∼100 µm/ns at bang time.

VII. CONCLUSIONS

This work highlights the complex dynamics in ICF implosion that can only be captured

in full-3D simulations. These simulations allow material to freely flow throughout the hot

spot without the artificial symmetry boundary present in 2D or partial-3D simulations. This

results in a striking amount of hot-spot motion, caused both by radiation asymmetries and

from higher-mode features. These 3D effects influence the observable implosion signatures

and therefore are essential to fully understand ICF implosions.

These simulations show that several kJ of energy remains as unstagnated kinetic energy.

This residual energy is due to the large ρR variation of the fuel and not due to hot spot

motion. The hot spot motion is well resolved, as viscous dissipation limits the range of length

scales present in the hot spot. Despite the viscous nature of the hot spot, there is enough

motion to broaden the DT neutron spectrum so that the observed average temperature rises

from a thermal temperature of 2.02 keV to a Brysk temperature of 2.48 keV. There is also

significant bulk motion in the hot spot near bang time as unstagnated features continue

to travel inwards. This flow creates burn-averaged hot spot velocity near the ∼100 µm/ns

values that are routinely measured in implosions.

The motion of a jet of ablator material into the hot spot is significantly affected by these

3D flows. Shearing effects and small-scale motion breaks apart the ablator material and

spreads it throughout the hot spot, while bulk motion redirects the trajectory of the jet.

These effects can influence the interpretation of bright spots seen in x-ray emissions and will
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be necessary to quantify the amounts of atomic mixing that directly influence the output of

CD symcap33,34 and similar experiments.

The favorable comparison of this model with results using the Miranda code suggests

that these results are converged and not affected by the choice of numerics. Both codes

show similar quantities of unconverted kinetic energy and hot spot motion. The turbulent

kinetic energy spectrum in the Miranda simulation shows that, without viscosity, a turbulent

flow field may be present, but viscous effects reduce the Reynolds number to 10-300 during

deceleration.
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